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Abstract: This paper proposed a scheme to identify appropriate wavelet basis function using multiresolution approach 

based on pyramidal wavelet transform (to extract relevant information from the texture images) for classification of the 

textures in various classes. In this work, for characterizing texture images at multiple scales, we have considered various 

wavelet basis functions such as Haar, Daubechies, Coiflet, Symlet, biorthogonal and reverse biorthogonal wavelets. They 

differ with each other in the formation and reconstruction. The Discrete wavelet transform is used for three level 

decomposition of the texture image into sub-bands. The first order statistical features are then derived from original texture 

image and subsequent sub-images.  For classifying unknown image data to corresponding classes, minimum distance 

classifier is used. Experiments were carried out to compare the performance of various wavelet basis functions, which 

identify Haar wavelet as the best wavelet basis functions for texture classification.  
. 
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I. INTRODUCTION 

Textures are important visual cues, which possess various 

important characteristic for the analysis of different types of 

images. The different regions of an image are identified 

based on its textural characteristics by using an image 

processing technique known as texture classification. 

Texture classification plays an important role in many 

applications range from industrial automation and 

biomedical image processing to crop classification and 

Remote sensing applications. Texture classification process 

is a way of assigning a given texture region to one of the 

known set of the texture classes. Texture classification can 

be either supervised or unsupervised. If the class information 

is known or defined through the use of training textures, then 

it is referred as supervised texture classification. Whereas, 

the number of classes  have not been defined a priori, then it 

is referred as unsupervised texture classification. In this 

work, supervised texture classification is considered.  

A wide variety of texture analysis approaches have been 

investigated over the past three decades, the problem of 

texture analysis remains a challenging area of research. It is 

difficult to analyse a wide variety of both natural and 

artificial textures using a single method [1], as the natural 

texture in real world are often not uniform, due to changes in 

orientation, scale  and difficulty in determining appropriate 

resolutions for texture analysis. Texture analysis techniques 

can be loosely divided for visual inspection into four 

categories: statistical, structural, model based and signal 

processing methods [2]. Statistical methods analyse the  

 

 

spatial distribution of gray values, by computing local 

features at each point in the image. Some statistical methods 

used are co-occurrence matrix features [3] and 

autocorrelation function [4]. In structural methods, textures 

are considered to be composed of texture primitives, which 
appear in quasi-periodic spatial arrangements. Tomita et al  

introduce a structural analysis system for describing natural 

textures [5].  Model based methods such as Markov Random 

field [6,7] and fractal representation [8] are based on the 

construction of an image model that can be used to describe 

texture and also to synthesize it, such as Autoregressive 

model [9], Gaussian Markov Random Field model [10] and 

Gibbs model. Signal processing methods analyse the 

frequency content of the image either in spatial domain [11] 

or in frequency domain [12]. 

A common weakness of all these methods is that, the 

textures are analysed on only a single scale; this limitation 

can be overcome by the use of multiresolution analysis 

method. Multiresolution approach is justified by the studies 

of human visual system, which tells that certain cells in the 

visual cortex respond only to particular spatial frequencies 

and orientations [13]. The use of filter bank instead of single 

filter has been proposed, giving rise to several multi-channel 

texture analysis systems such as Gabor filters and wavelet 

transforms [14].     

 The multichannel Gabor filter has characteristics which 

allow to analyse textured images with special orientation and 

frequency in both spatial and spatial frequency domains [15, 
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16]. Gabor filter based methods were successfully applied to 

texture segmentation [17], and fabric defect inspection [18, 

19]. But these methods have disadvantages of high 

computational complexity. Also, the output of Gabor filter is 

not mutually orthogonal, this disadvantage may result in a 

significant correlation between texture features. Recently, 

wavelet transforms have been an alternative for the 

extraction of textural features. The 2D wavelet transform 

was defined in [20], and the use of wavelets for texture 

analysis was pioneered by Mallat [21]. Wavelet transform 
provides a precise and unifying framework for the analysis 

and characterization of a signal at different scales [22]. 

Another advantage of wavelet transform over Gabor filters is 

that the lowpass and highpass filters used in the wavelet 

transform remain the same between two consecutive scales 

while the Gabor approach requires filters of different 

parameters at different scales [23].  
 

II. DISCRETE WAVELET TRANSFORM 

According to the psychovisual studies, human visual 

system processes an image in a multiscale manner. The 

multiresolution representation gives a hierarchical 

framework for analysing the information content of images 

at various resolutions, to get the details of different physical 

structures of the image (scene). These details analysed at 

different resolutions are regrouped into a pyramidal structure 

called a pyramidal transform. To achieve this, many types of 

techniques were developed, including wavelets, Gaussian, 

and Laplacian pyramids [24]. The use of Wavelet Transform 

(WT) as a framework of multiresolution signal 

decomposition for texture description was first suggested by 

Mallat [25]. The WT can be designed as a pyramid or a tree 

structure. However, pyramidal algorithm has down 

sampling, which in turn saves a large amount of 

computational time. Earlier, in the field of texture analysis, 

wavelet transform has been applied with great success. 

Discrete wavelet transform (DWT) decomposition (pyramid 

structured ) can be performed by passing the original image 

first through the low-pass and high-pass decomposition 

filters to generate four lower resolution components: one 

low–low (LL1) sub-image, which is the approximation of 

the original image and is also called smooth image, and three 

detailed sub-images, which represent the horizontal (LH1), 

vertical (HL1), and diagonal directions (HH1) of the original 

image. The sub-band LL1 alone is further decomposed to 

obtain (LL2, LH2, HL2 and HH2) the next coarse level of 

discrete wavelet coefficients, similarly, further 

decomposition of LL2 is done to obtained the next coarse 

level. This decomposition process continues until some fine 

scale is reached [26]. Figure 1 shows the 3-level wavelet 

decompositions. 
 

LL3 HL3 

HL2 

HL1 
LH3 HH3 

LH2 HH2 

LH1 HH1 

 

Figure1 Three level image decomposition using DWT 

 

Wavelet decomposition of images using DWT provides 

an alternative to the Discrete Fourier Transform (DFT) for 

signal analysis resulting in signal decomposition into two-

dimensional functions of time and scale.  Also, DWT has 

multi-resolution time-scale analysis ability, which is an 

advantage over DFT. As, in wavelet transform, scaling 

property is used to create different lengths of wavelet 

functions by compressing or dilating the mother wavelet, in 

order to capture different frequency resolutions in the entire  

sample data.  Whereas, translation property is used to 

translate or move every generated wavelet function over the 

entire sample data, in order to capture the spatial localization 

information. These two important properties have actually 

explained the capability of multiresolution analysis in 

wavelet transform. 

 

III. TEXTURE TRAINING AND CLASSIFICATION  

 Knowledge about the class distributions is compiled from 

the training set in a training stage. The classifier then uses 

this knowledge by transforming it into a classification rule 

(decision rule). The classifier is a system that takes a new 

sample of unknown classification and assigns it as one of the 

known pattern classes according to the decision rule. 

 

A. Texture training 

 

In texture training phase, three level decomposition of 

input texture image is achieved using Discrete Wavelet 

Transform (DWT). Then, the first order statistical features 

such as mean, variance, entropy and energy were calculated 
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from original image as well as from approximation and the 

detail sub-images of every level of decomposition using the 

formulas, using the formulas, 

 

                         (1) 

   (2) 

      (3) 

                         (4) 

where, 

            is the gray level value (i.e.  ),  

            is the highest gray level value, 

            is the mean value of the image, 

            is the probability of certain pixel occurring in  

           an image (i.e.  is the of pixels of value 

            in an image, and  is the number of all pixels in an          

           image 

  

Thus, the resulting four set of feature vectors (of size 13×1) 

is stored in the features library which is further used for 

texture classification phase. 

 

B. Texture classification: 

In this phase, the test sample texture image  is 

decomposed using DWT and a similar set of wavelet 

statistical features are extracted and then compared with the 

corresponding feature values of all the classes stored in the 

features library using a distance vector formula as given in 

(5),  

 

              (5) 

where, 

  is the number of features in feature vector, 

 represents the th texture feature of the test   

sample , and 

 represents the th feature of the th texture  

class in the feature library. 

Then, the unknown texture is classified as th texture, if the 

distance  is minimum among all textures, available in 

the library 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

Performance of the proposed texture classification 

algorithm is analysed using sixteen different textured images 

each of size 512×512 (as shown in Figure 2), out of which, 

twelve natural textural images are taken from Brodatz album 

[27] and the remaining four synthetic texture images are self 

generated synthetic texture images. Each texture image is 

subdivided into 16 equal sized sub-images of size 128 × 128. 

Among these sixteen texture sample images, eight randomly 

chosen sub-images (from each texture class) have been 

chosen to train the classification algorithm and the 

remaining eight sub-images (from each texture class) have 

been presented to the algorithm for classification. Thus, a set 

of 256 samples have been used for experimentation.  

 

Dyadic wavelet decomposition of every input texture 

image is achieved, using various wavelet basis functions 

such as Haar, Daubechies (db2, db4, db8 and db10), 

Biorthogonal (bior3.3, bior4.4 and bior5.5), Symlet (sym4), 

Coiflet (coif4), and Reverse biorthogonal wavelets 

(rbior2.2).  Each texture image is decomposed into various 

sub-bands with three level wavelet decomposition. Figure 3 

shows three level sub-band decomposition using Haar 

wavelet of natural texture images D101 from Brodatz texture 

album. Four statistical features such as mean, variance, 

energy and entropy were computed for original and each 

sub-band image. Thus, four feature vectors of size 13 × 1 is 

obtained for three levels of wavelet decomposition. The 

performance of each feature was tested independently. Here 

we have tested use of various features as well as different 

basis functions for texture classification. Classification 

efficiency of this proposed algorithm is tested using 

minimum distance classifier along with various wavelet 

basis functions. Table 1 shows the percentage classification 

results of the database image classes using various wavelet 

basis functions. The   highest mean success rate (91.66%) is 

obtained using Haar wavelet which is higher than the 

classification rate obtained for other wavelets. 
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Figure 2 Sixteen textured images used in our experiment, 

Row 1: D4, D19, D21, D49,   Row 2: D52, D57, D65, D72, 

Row 3: D87, D95, D101, D111, Row 4: disc-lattice, 

checkerboard, square-grating, S22. 

V. CONCLUSIONS 

Texture classification problem is investigated using 

multiresolution features computed through dyadic wavelet 

decomposition. For classifying unknown image data to 

corresponding classes, minimum distance classifier is used, 

which minimize the distance between the image data and the 

class in multi-feature space. The distance is defined as an 

index of similarity so that the minimum distance is identical 

to the maximum similarity. Experiments were conducted on 

the above database, to compare the performance of various 

wavelet basis functions. Among it, Haar wavelet is identified 

as the best wavelet basis functions for texture classification. 

The proposed scheme using multiresolution approach is 

computationally efficient. 

 

  

(a) (b) 

  

(c) (d) 

Figure 3 Three level wavelet decomposition using Haar 

wavelet (a) Texture image D101, (b) Output of DWT (first 

level decomposition), (c) Output of DWT (second level 

decomposition) and (d) Output of DWT (third level 

decomposition). 

 

Table 1 Texture classification results using various wavelet 

basis functions. 

Wavelet Mean  success rate 

Haar 91.66% 

db2 87.24% 

db4 85.49% 

db8 84.22% 

db10 78.55% 

bior3.3 78.30% 

bior4.4 84.19% 

bior5.5 82.16% 

sym4 83.91% 

coif4 81.19% 

rbio2.2 78.69% 
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